
Disclosures:  Tempus has received funding from United Therapeutics Corporation to support development of predictive modeling technology.

A Novel Phenotyping Pipeline To Improve Identification Of Patients With Pulmonary Hypertension In Electronic Health Records
#503

INTRODUCTION

METHODS

SUMMARY

RESULTS

• Using a longitudinal de-identified EHR dataset of over 2
million patients, we first created and iteratively improved a
structured phenotype using various data elements
including diagnosis codes, problem lists, procedures,
medications, and imaging results.

• We then developed labeling functions - a collection of logic
rules and regular expressions to determine whether
patients are likely to have PH. These labeling functions
integrated multimodal signals from structured data,
unstructured note data, and diagnostic study reports and
were aggregated to generate weak labels.

• Then, we used these weak labels to train a state-of-the-art
transformer-based natural language processing (NLP)
model. All structured and ML phenotypes were iteratively
developed on a training data set and then evaluated on an
independent test set; both training and test sets underwent
blinded, manual chart review by clinicians (total N=600).

• Accurately identifying patients with pulmonary
hypertension (PH) is critical for defining clinical research
cohorts and generating accurate labels for machine
learning (ML) models.

• PH is often poorly captured in observational datasets due
to known limitations of structured data such as diagnosis
codes or problem lists.

• We hypothesized that a phenotype built on structured and
unstructured electronic health record (EHR) data could
outperform a comparable structured phenotype baseline.

● Identifying patients diagnosed with pulmonary hypertension in EHR data is challenging due to non-specific diagnosis codes

● We propose a pipeline that applies and aggregates 21 different heuristic rules across various EHR data elements

● The resulting phenotype outperforms a structured phenotype on independent holdout data

Figure 3. Structured phenotypes are comprised of a
single set of rigid rules (for example a set of diagnosis
codes). This can make it difficult to capture complex
boundaries between cases and controls.

Figure 4B. We train an NLP model across
clinical note text for each patient. We use
the weak labels from the previous step in
our loss function.

Table 1. Performance metrics on the holdout set. Phenotype performance is judged as a
balance between PPV and sensitivity, with higher F1 scores representing better overall
performance.

Figure 2. We enrich our cohort by extracting all patients who
have at least one piece of evidence suggesting a possible PH
diagnosis, spanning broadly-defined text searches (for
example "pulmonary hypertension", "pulm htn", ”pHTN"),
diagnosis codes, and medications. We assume that an
insignificant number of patients with a PH diagnosis are
missed at this stage, with patients passing this filter being
considered potential candidates.

I.  Patient Extraction Stage II.  Structured Phenotype Baseline Phenotype Performance Comparison

III.  Weak Labeling Pipeline
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Figure 1. Phenotyping pipeline process diagram.
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PPV Sensitivity F1 score

Structured Phenotype 0.93 0.54 0.68

Weak Labels 0.84 0.74 0.78

NLP Neural Net Model 0.93 0.70 0.80

NLP Model + Structured 0.91 0.76 0.83

Figure 4A. We apply our multimodal labeling
functions to filtered data. The resulting votes
are aggregated to a probabilistic weak label for
each patient.

Figure 4C. We predict patient labels using this
model to get our final phenotype. Since this model
is regularized and analyzes all note text, it can
outperform the weak labels.
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